
The (short) history of 

probability theory 
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1. Extracts from a week long seminar 

series in Bologna 9-13 February 2015 
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Monday: The classical definition of probability helps 
us play games and add probabilities.  
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Tuesday: The frequentist definition of 
probabilities involves statistical calibration and 
verification of probability forecasts.  
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Probability 

Denmark-Sweden 
football 

After 78 minutes: 
0 – 1 

 

    Will Denmark 
win? 

Wednesday: The subjective probabilities measures 
our degree of beliefs 



5/31/2016 
Lecture A 28 April 2016                                            
Anders Persson Uppsala 

6 

 

-What do you prefer?  
 

 -An 80% chance of 
winning € 1000  
 

  or  
 

 -Getting € 700 directly in 

your hand? 

Thursday: The use of probabilities involve making 
decisions under uncertainty 



He is 
often late 

from 
work – he 
must be 

having an 
affair 

Richard 
Gere 

Susan 
Saradon 

Prob (being late from work while having an 
affair, 70%)  > Prob (having an affair while 
being late from work,10%)  
 P (being late | affair) > P (affair | being late) 

Late from work 

affair 

Friday: The psychology of probabilities deals with 
the understanding of uncertainty. 

From the 2004 movie 
“Shall we dance?”) 
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All married men in New York 
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2. What is “probability”? 
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All possible events = N 

Favourable  
events = F 

Other  
favourable  
events = G 

…even  
more= H 

Andrei Kolmogorov’s definition of probabilities, 1933 

1. Probability for any 
event = 100% 
 

2. Probability for one type 
of events = F/N 
 

3. Probability for several 
mutually exclusive 
events = (F+G+H)/N 
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There are three types of probabilities: the 

classical, the frequentist and the Bayesian 

1. The classical applies to the probabilities when 

tossing of a die (1/6) or a coin (1/2).  

 
 

2. The frequentist applies to analyses of historical 

observation sets (to derive e.g. climatologically 

based probabilities). 

 
 

3. The Bayesian, subjective or degree of belief is used 

by e.g. to summarize or update one’s preliminary 

assessment considering new available information.  
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3. Why did it take so long for 

probability theory to develop?  
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Probability theory grew out of the interest in gambling 

But people have 
gambled since the 
last ice age or even 
before that – so why 
the delay?? 

Stone age dices 
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Why did this knowledge not “spill over” into science? 
Because people did not have any perception of randomness  
(except perhaps Cicero and some other Romans) 

Everything was decided 
by Him! Throwing a die 
was also a way to find 

out His opinion 
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From causes to effects 
Deduction 
Direct probabilities 
Combinatorics  

1718 
Abraham De Moivre 
1667-1754 
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The Lisbon earthquake and tsunami 1755 
 
 
 
 
 
 
 
    made people start doubt the 

existence of an all mighty God that decided everything.   
 

From 1750’s ideas about randomness in science 
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4. Statistical estimation theory 

is also quite young 
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  Before the 1800’s there was a poor understanding 
of randomness in measurement errors 

 
 
 
 
 

 
1. Scientists had the routine to select their “best” measurement 

 

2. They didn’t understand that measurement errors add up and 
randomly cancel out 
 

3. They disliked averages of observations since these did not normally 
agree with measured values 
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18th century view on observation errors 

 Where is Jupiter? 

 ¤ 

1. Astronomers in the 1600:s and 1700:s tried 
to find out which of their diverging 
observations was the “right” one  
       

2. In the late 1700’ it was realized that that 
the observations should be combined 
even if the result did not agree with any 
of the observations   
      

3. The first mathematical discussion on 
statistical inference 
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1755 

1740 

Thomas 
Simpson 
1710-61 
Mathematician 

 

Only accepted 50-60 years 
later thanks to the works by 
Lagrange and Gauss 

5/31/2016 19 
Lecture A 28 April 2016                                            
Anders Persson Uppsala 



The Belgian meteorologist 
and statistician Adolphe 
Quételet (1796-1874)  
introduced in the mid 
1800’s the concept of 
“The Average Man” based 
on statistical averages 
from the population in 
Brussels. 
 
He was criticised because 
there was nobody in 
Brussels who fitted this 
description 
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5. An old “newcomer”  

– Bayesian statistics 
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 According to a recent book Bayesianism  
is indeed the “Solution to Everything” 
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Richard Price 
1723-91 
Radical priest 
 

Friend of the 
American and French 
revolutions 
 

Supported women’s 
rights 

David Hume 1711-76 
“There is no First Cause” 

Thomas Bayes 
1701-61  
Dissident clergyman 

Thomas 
Simpson 
1710-61 
Mathema-
tician 

1740 
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1763 
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Classical probabilities 
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rain 30%  dry 70% 

Ensemble of ∞ independent NWP 

Selecting three balls yields  
 

● ● ●   3%  of cases 

● ● O   19%    - “ - 

● O  O    44%   - “ - 

O  O  O    34%   - “ – 
 

. . . with a risk of 56% of  

misrepresentation 
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Inverse or Bayesian probabilities: 

rain X%   
 
 dry 100-X% 

Ensemble of ∞ independent NWP 

Selecting three balls 

and getting 
 

● ● O 
 

What does that tell 

us about the 

proportions  
 

X and 100 – X? 
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Bayes’s billiard table 

experiment 
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Bayes’s experiment as it would have 
been set up by (de Moivre) a classicist: 

0.7       0.3  

Left  

Throwing 3 balls 
 
Prob(RRR)= 3% 
 
Prob(RRL,RLR,LRR)=19% 
 
Prob(RLL,LRL,LLR)=44% 
 
Prob(LLL)=34% 
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Thomas Bayes’ experiment 
(defining the white line)  

 x   1-x  
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 x   1-x  
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Thomas Bayes’ experiment 
(defining the white line)  



The thrower (Thomas Bayes)  
doesn’t know where the  
white line is, and is only  

told, afterwards, on which  
side of the white line the  

ball ends up 

31 

Thomas Bayes’ experiment  

Left 
 
Left 
 
Right  x   1-x  
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This can be solved by using the 
non-controversial “Bayes Rule” 

   prob(A)·prob(B|A) 

               prob(B) 
 prob(A|B) = 
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A Bayesian approach avoids over-confident probabilities such 
as Concorde before 2000 being the world’s safest air plane 

__0___   
100 000h < 

__1_____   
1 000 000h 

__1___   
100 000h > 

__1_____   
1 000 000h 

. . .after the 2000 crash the most unsafe 

accidents 

 A Bayesian would not, before 2000, have 

regarded Concord as the world’s safest airplane  

Concorde Some other airline 
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N

Nleft






2

1
p

  “Laplace Rule of Succession” prevents 
us from being overconfident since p 
never  

 takes values  
 0% or 100% 

“-Never say never ” 

 acci- 
dents 
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Climate 

average 

Probability 

Mental pdf after 

carefully having 

considered all 

available information 

 

Sudden 

arrival of new 

observations 

and/or NWP 
 

Forecasters adjust 

their mental pdf to 

the new information 

Intuitive Bayesianism among weather forecasters  
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Probability 
Denmark-Sweden football 

After 78 minutes: 0 - 1 

Updating of subjective  probabilities 
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Probability 

Mental pdf of end 

result after carefully 

having considered all 

information 

 

New 

information 
Sweden scores a goal 

Adjustment of the 

mental pdf to the 

new information 

Denmark scores more than Sweden   Draw    Sweden scores more than Denmark 

Updating of subjective  probabilities 
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Break 
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